A New Approach for Movie Recommender System using K-means Clustering and PCA
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Recommendation systems are refining mechanism to envisage the ratings for items and users, to recommend likes mainly from the big data. Our proposed recommendation system gives a mechanism to users to classify with the same interest. This recommender system becomes core to recommend the e-commerce and various websites applications based on similar likes. This central idea of our work is to develop movie recommender system with the help of clustering using K-means clustering technique and data pre-processing using Principal Component Analysis (PCA). In this proposed work, new recommendation technique has been presented using K-means clustering, PCA and sampling with the help of MovieLens dataset. Our proposed method and its subsequent results have been discussed and collation with other existing methods using evaluation metrics like Dunn Index, average similarity and computational time has been also explained and prove that our technique is best among other techniques. The results achieve from the MovieLens dataset is able to prove high efficiency and accuracy of our proposed work. Our proposed method is able to achieve the MAE of 0.67, which is better than other methods.
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Introduction

Recommendation systems are widely used in almost every field of intelligent systems and e-commerce applications. The recommendation system has the ability to provide reliable and accurate information to the particular user.\(^1\)–\(^5\) Recommendation system accumulates the related information and suggestions to the users. Example such as, if new user login to paytm website, then its recommender system tries to find the choices and behaviour of the user, further if it is not able to produce enough suggestions, then this kind of situation is called cold-start situation.\(^6\)–\(^8\) In that condition, system is unable to recommend new comer’s suggestion and preferences, however as fast as user goes through the website and browsing the paytm pages, then he received so many recommendations as per its choices and likes. Various business applications like online shopping, web intelligence, tourism and entertainment utilizes the mechanism of the recommender systems for the growth of their business and the development of this mechanism becomes challenging task for the researchers. The accuracy and efficiency is still going towards in its full-fledged state. The recommendation systems are well depends on filtering like collaborative, content-based, context-based, social and hybrid based. Collaborative filtering (CF) is very popular method used in the today’s era of recommendation systems.\(^9\)–\(^13\) The preference suggestion for users and group of users is given by the ratings of the user in the collaborative filtering method. For example, e-commerce website, user has suggested the ratings of various products like juicer- mixer-grinder, LED TV, mobile, then the recommendation system will provide the suggestion for the given products. The decision in the in the collaborative filtering is based on previous choices of users.\(^14\),\(^15\) If a user wants to purchase mobile phone, then recommendation system will advise the same related product to the user, RS has learn the preferences of the particular user. The recommendation systems which are used to provide human related preferences such as age, country, sex, DOB are known as demographic-based recommendation systems.\(^16\)–\(^18\) The combination of demographic, collaborative and context with various
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computational intelligence and machine learning methods are used in the recommendation systems now days. The challenging task of recommendation systems is always its accuracy and efficiency, because so many algorithms from the domain like machine learning, data mining and artificial intelligence are working effectively. The data mining, machine learning and Artificial intelligence are most efficient and effective technique to enhance accuracy and efficiency of recommendation systems. The techniques such as Geometric Features, Support Vector Machines, and Local Multidirectional Score Pattern (LMSP) descriptor have shown best result in the field of image processing, HCI and medical imaging. These techniques too can be put in intelligent recommendation systems to increase the accuracy, efficiency and reliability. Our proposed recommendation system used the method of sampling which was taken from the MovieLens dataset, freely available. Later on, PCA has been applied to the sampled data to reduce the dimensions of the dataset. Generally, PCA has been used to reduce the dimensions of the image. The reduced data is always a best option to train and test the model. That is why, it is commonly used in image processing and medical imaging. Further, k-means clustering techniques have been employed to database for classification of users by making use of preferences taken from other users. The major findings of our paper are as follows:

(1) We proposed novel collaborative-based recommender systems by using new algorithm.
(2) We applied sampling, PCA and K-means clustering algorithm to increase the accuracy and therefore decrease the error.
(3) We able to increase the performance of K-means clustering by incorporating sampling and PCA.
(4) Our proposed method is evaluated using standard and free MovieLens dataset.
(5) We used SD, RMSE, t-value, MAE, Dunn Index, average similarity and computational time to analyse the performance of the system.
(6) Our proposed method has better MAE of 0.67 and better simulation time, which indicates the better performance when compared with other existing methods.

Related Works
It has been found that more than 1 billion people surfing the website these days. Among these internet users, most of them are used to involve in the one or more online groups either directly or indirectly to the e-commerce websites. The virtual spaces available in the internet are used to produce communities for the purpose of similar types of user’s interaction and information sharing. The user from the entire globe can join the community and community compete each other to attract the user to join. The quantity of end users in community indicates success of the community. This success can be achieved by sharing and recommendation of more useful information to the user. The sharing and recommendation of the useful information is the capability of functionality of organisation. Therefore, a need of well-structured management which is capable of sharing useful information to the management so that it can decrease efforts and increase the sharing capability of the community.

A recommender system is applied to achieve useful information of items, information and assistance to the user by combining preference from the other users, from different authorities and from user attributes. The recommender systems are of two types: collaborative and content-based. The product is selected in collaborative filtering generally built on the relation between current users and past users of the product and services. The items are suggested in content-based filtering based on relation among user and its preferences of the product and services. The main difference between both the techniques is that the similarity of preferences between users has been considered in collaborative method while in content-based, similarity of preferences between user and item is considered. Besides these two filtering technique, there is another filtering technique which is the combination of content-based and collaborative filtering.

Content-based Filtering
This technique maps available items with the user’s preferences and items rating in the past to evaluate best suggestions for the user. This method is different from information retrieval (IR) and information filtering (IF). In IR, all information is retrieved with the help of keywords specify by the user. The information is suggested automatically in the content based filtering. In this technique useful data is stored first either it is taken explicitly or
implicitly from the items profile. After analysis of stored data, the system is made suggestion to the user similar to their preferences. Content-based filtering is the subset of the information retrieval.24

Yih et al. proposed a system which represents items and user’s preferences in the form of vector.25 Further these vectors are also used to represent user’s profile and these vectors are processed to get the similarities between items. Arnold et al. introduced a framework which used the information retrieval technique in their content-based filtering called Boolean search indexes.26 They combine keywords using Boolean operators in their recommendation procedure. Lee et al. introduced a technique based on another information retrieval method called probabilistic method. They used the probabilistic method to calculate the probability of the document to check whether it is met with the user’s need or not.27 Siddiqui et al. proposed a system based on natural language processor which can used to retrieve data from natural sentences.28

Many recommendation systems mostly used content-based filtering to suggest different relevant information to the user. Trivedi et al. proposed a system called Stuble Upon which was used to suggest user during web browsing. They usually tracked the user likings and browsing history to suggest the appropriate pages to the user.29 This type of filtering is very popular in music recommender systems. Petersen et al. introduced a recommender system to the music world called Last.Fm. It was built from ratings given by user to particular music.30 Liu et al. introduced the recommendation of news called Google news based on both content-based and collaborative filtering for recommendation of the users. They identify user click behaviour to recommend the likings of the articles to the users.31

Proposed Method

In the present section, we have presented recommendation system with sampling, PCA and K-means clustering technique. The k-means clustering is very popular approach under unsupervised learning. The PCA is used in our research because it works efficiently and produce good results as compare to other existing methods.

The diagram of proposed recommendation system is shown in Fig. 1. The population from the MovieLens dataset is taken. The sampling is very popular technique used to extract some relevant data from the population. Sampling is used because working on full data is too expensive. The sampling used in this research is random sampling without replacement. The concept behind random sampling is that every item has equal probability and without replacement means when an item is withdrawn, it is removed from the population. In Recommender system, dataset having features with huge dimensional space but also very vast information in that space. The features of every object have less significance in huge feature space. The distance between data points and density are less significant in clustering of huge data space. In a matrix of millions of rows and columns, most of them are zeros. To reduce this meaningless data, we use PCA for reduction of dimensions. PCA is a method to calculate patterns in big datasets. PCA analysis has been done in a 2d dimensional space using Gaussian. The two principal components are obtained after centralising of data. The

Collaborative-based Filtering

The collaborative-based filtering is based on users having similar likings while content-based is based on likings of similar items. The recommendation for the active users is provided on the basis of similar users and their interests.32 A group has been formed with the users of same interests. The filtration of information can be done in any source. The relations between user and item are found to be more complex and vast. This feature makes it more powerful as it is able to distinguish between good and bad documents. They are more accurate than other filtering techniques because it takes the benefits of real user rankings instead of machine based rankings.33 In a music recommendation system, user going to listen classical songs with bad audio quality and user wind up with no more classical songs. The second user also not happy with classical songs but likes few classical songs then this suggestion go to the first user because they both like classical songs. This creates new group and community, which is not possible with the content-based filtering.
first components contain 90% of energy, so removing second component means that only 10% of total information removed from the dataset. Clustering is an unsupervised learning method. The main purpose of technique is to allocate an item to the group so that the items in the group are more identical than that of other groups. This method is also able to produce more meaningful groups in the dataset. In this work, similarity is calculated using Euclidean distance given by:

\[ d(x,y) = \sqrt{\sum_{k=1}^{n} (x_k - y_k)^2} \]  

The main aim of clustering method is to minimize intra-cluster length and maximize inter-cluster length. K-means clustering is the most popular partitioned technique. The function partition the given N dataset into k disjoint subsets \( S_j \) which contains \( N_j \) data points as close as possible to the other points on the basis of similarity measures. Each partition contains \( N_j \) data points for the given \( C_j \) centroids. In order to make good partition the distance between all the data points with the centroids should be minimized. The objective of our research is to minimized \( E \) from Eq. 2 given below.

\[ E = \sum_{i=1}^{k} \sum_{n \in S_j} d(X_n, C_j) \]  

where \( X_n = \text{nth vector}, C_j = \text{Centroid} \), \( d = \text{distance measure} \). The interchange of items takes place between clusters until the value of \( E \) can’t decreases further.

Evaluation Metrics

(1) **Mean Absolute Error (MAE):** The MAE for movies is calculated by:\n
\[ \text{MAE} = \frac{\sum |P_{ij} - T_{ij}|}{X} \]  

where \( X = \text{total number of movies}, P_{ij} = \text{prediction of I user on J movies} \) and \( T_{ij} = \text{movies true prediction} \).

(2) **Root Mean Squared Error (RMSE):** RMSE is very good measurement tools to check the accuracy of the given results. It is calculated by actual and predicted value of system. RMSE can be given by:\n
\[ \text{RMSE} = \sqrt{\frac{\sum (\text{Predicted} - \text{Actual})^2}{N}} \]  

RMSE is the difference between observed and predicted value of the model. RMSE is calculated by square of the difference between predicted and actual value taken square root divided by \( N \).

(3) **Standard Deviation:** The quantity of clusters is inversely proportional to the SD values. If the SD value increases, the quantity of clusters also decreases. This represents that any changes made in SD value also effects clusters. The SD can be calculated by:

\[ \text{S.D.} = \sqrt{\frac{\sum_{i=1}^{n} \{ (x_i - \text{Mean}) \}^2}{\text{No of element in } i}} \]  

(4) **T-value:** The calculation of t-value using MovieLens dataset is given by:\n
\[ \text{T-value} = \frac{X_i - X_j}{\sqrt{\frac{sd_i^2}{\text{No of element in } i} + \frac{sd_j^2}{\text{No of element in } j}}} \]  

The t-value totally depends on the standard deviation and means of the different clusters.

(5) **Dunn Index:** Dunn index is used to assess the potential of the clusters based on its internal clusters. Higher value of dunn index represents the superior potential of the clusters. Dunn index is given by:\n
\[ \text{Dunn index(U)} = \min_{1 \leq i < c} \left\{ \min_{1 \leq j < c} \left\{ \frac{d(x_i, x_j)}{\max_{1 \leq j \leq c}(\Delta(x_j))} \right\} \right\} \]  

(6) **Average Similarity:** This indicates similarity factor among two clusters. Cosine similarity factor is calculated by taking cosine between two non-zero vectors inclined at an angle \( \theta \) is given by:\n
\[ \text{Similarity} = \cos(\theta) = \frac{A \cdot B}{||A|| \cdot ||B||} \]  

(7) **Computational Speed:** It is total run time of algorithm to produce the output. If start time is \( S \) and end time is \( E \), then computational speed is:\n
\[ \text{Computational Speed} = \frac{E - S}{N} \]
time is E in the simulation then the computational time is given by:

$$PT = E - S \quad \ldots (10)$$

Results and Discussion

In this present section, we present rigorous analysis of our experimental results obtained from proposed recommender systems using MovieLens dataset. We run all the experiments in the computer which has a configuration of I5 processor, 6GB RAM, and python 3.8.1 environment.

We considered the MovieLens database freely available online for the analysis of results of our proposed recommender systems, developed by Minnesota University under the project of GroupLens research. This database contains 1 lakhs ratings (1–5) and having 943 users rated 1682 movies. The constraint on each user rated to rate minimum 20 movies. We used some evaluation metrics in order to evaluate performance our recommender system. We calculated SD, RMSE, t-value, MAE, Dunn Index, average similarity and computational time to understand the performance our recommender system.

In Table 1, we collate our proposed work results with the existing work. The mean absolute error of our proposed work is 0.67, which is better than the GAKM cluster, KM-PSO-FCM, PCA-GAKM, PCA-SOM and PCA shown in Fig. 2. The results of all methods are not good when compare with our proposed work. The results of other methods such as RMSE, SD and t-value are not better than our proposed method.

In Table 2, methods described in previous table are also comparing with respect to Dunn index and average similarity. The value of Dunn index and average similarity is 0.34318 and 0.96 which is better than the other existing methods as clearly shown in Fig. 3. The results in the table indicate the better performance of our proposed work.

In Table 3, comparison with respect to processing speed is depicted. The result is far better than the other existing methods irrespective of PCA-GAKM and PCA. In these two cases, processing speed is low from our proposed work (Fig. 4). The results indicate that our proposed movie recommender system is better to give recommendations to the user and group of user.

Conclusions and Future Work

Recommender systems are very popular in organisation to recommend items to user and group of users from the billions of items in the field of e-commerce and other organisations. They are also able to predict the behaviour of modern user to launch new items and to analyse existing items. We are also able to proposed efficient, reliable and effective collaborative movie recommendation system. Our results also showed that performance of our proposed

| Table 1 — Comparison between different metrics with our proposed method |
|------------------------|----------------|----------------|----------------|----------------|
| Method                 | RMSE       | MAE           | SD             | t-value        |
| PCA-SOM                | 3.46029    | 1.96          | 0.33554        | 7.92395        |
| KM-PSO-FCM             | 1.30643    | 0.74          | 0.12658        | 2.98925        |
| GAKM Cluster           | 1.37705    | 0.78          | 0.13343        | 3.15101        |
| PCA                    | 3.51325    | 1.99          | 0.34042        | 8.03919        |
| PCA-GAKM               | 1.62421    | 0.78          | 0.15737        | 3.71637        |
| Proposed Method        | 0.67       | 1.16520       | 0.11290        | 2.66619        |

| Table 2 — Comparison of Average similarity and Dunn Index measures in existing methods with our proposed method |
|-----------------------------| -------------|---------------|---------------|
| Method                      | No. of Clusters | Dunn Index   | Average Similarity |
| KM-PSO-FCM                  | 4             | 0.30609       | 0.97           |
| PCA-SOM                     | 4             | 0.11547       | 0.95           |
| PCA-GAKM                    | 4             | 0.24620       | 0.96           |
| GAKM Cluster                | 4             | 0.29038       | 0.97           |
| PCA                         | 4             | 0.11381       | 0.95           |
| Proposed Method             | 4             | 0.34318       | 0.96           |

| Table 3 — Comparison of processing speeds between different methods with our proposed method |
|-----------------------------|----------------|
| Method                      | Processing Speed in sec |
| PCA-SOM                     | 153.78          |
| KM-PSO-FCM                  | 143.31          |
| GAKM Cluster                | 329.43          |
| PCA                         | 27.65           |
| PCA-GAKM                    | 49.05           |
| Proposed Method             | 53.35           |

Fig. 2—Comparison of different methods with our proposed method
recommender system works better than other existing methods. The values from our proposed system for standard deviation (SD), root mean square error (RMSE), t-value, Dunn Index, average similarity and computational time is 0.11290, 1.16520, 0.67, 2.66619, 0.34318, 0.96 and 53.35 respectively. Our proposed work with respect to processing time is also better than the existing methods. In future, we will incorporate some more feature extraction, supervised learning and deep learning techniques to improve accuracy of recommender systems. We will also apply this proposed work to big data and try to improve its privacy and efficiency.
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