Vehicular pollution modeling using artificial neural network technique: A review
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Air quality models form one of the most important components of an urban air quality management plan. An effective air quality management system must be able to provide the authorities with information on the current and likely future trends, enabling them to make necessary assessments regarding the extent and type of the air pollution control management strategies to be implemented throughout the area. Various statistical modeling techniques (regression, multiple regression and time series analysis) have been used to predict air pollution concentrations in the urban environment. These models calculate pollution concentrations due to observed traffic, meteorological and pollution data after an appropriate relationship has been obtained empirically between these parameters. Recently, statistical modeling tool such as artificial neural network (ANN) is increasingly used as an alternative tool for modeling the pollutants from vehicular traffic particularly in urban areas. In the present paper, a review of the applications of ANN in vehicular pollution modeling under urban condition and basic features of ANN and modeling philosophy, including performance evaluation criteria for ANN based vehicular emission models have been described.
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Introduction

Artificial Neural Networks (ANNs) began with the pioneering work of McCulloch & Pitts1 and has its root in rich interdisciplinary history from the early 1940s. Hebbs2 proposed a learning scheme for updating synaptic strength between neurons. His famous ’postulate of learning’, which is referred to as ‘Hebbian learning’ rule, stated that the information can be stored in synaptic connections and the strength of a synapse would increase by the repeated activation of neurons by the other ones across that synapse.

Rosenblatt3 and Block et al4 proposed a neuron - like element called ‘perceptron’ and provided learning procedure for them. They further developed ‘perceptron convergence procedure’ which is advancement over the ‘Hebb rule’ for changing synaptic connection. Minsky & Peppert5 demonstrated limitations of the single layer perceptron. Nileson6 showed that the Multilayer Perceptrons (MLP) can be used to separate pattern nonlinearly in a hyperspace and the perceptron convergence theorem applies only in single layer perceptron. Rumelhart et al7 presented the conceptual basis of back – propagation, which can be considered as a giant step forward as compared to its predecessor, perceptron. Flood & Kartem8,9 reviewed various applications in civil engineering. Dougherty10 reviewed application of ANN in transportation engineering. Godbole11 reviewed applications of ANN in wind engineering and reported two separate studies12,13, in which ANN technique simulated experimental results obtained during wind tunnel studies to determine wind pressure distribution in low buildings. Gardner & Dorling14 reviewed applications of ANN in atmospheric sciences and concluded that the neural networks generally give as good or better results than linear methods.

Basic Features of ANN

Biological Neuron

A human brain consists of a large number of computing elements (1011) called ‘neurons’ which are the fundamental units of the biological nervous system (Fig. 1). It is a simple processing unit, which receives and processes the signal from other neurons through its path called ‘dendrites’. An activity of
neuron is an all-or-none process i.e., it is a binary number type of process. If the combined signal is strong enough, only then it generates the output signal, which is transmitted through axon to a junction referred to as ‘synapse’. The signals, as they pass through the network, create different levels of activation in the neurons. Amount of signals transferred depends upon the synaptic strength of junction. Synaptic strength is modified during learning processes of the brain. Therefore, it can be considered as a memory unit of each inter-connection. Identification or recognition depends on the activation levels of neurons.

Multilayer Perceptron

Multilayer ANN or MLP (Fig. 2) consists of a system of layered interconnected ‘neurons’ or ‘nodes’, which are arranged to form three layers: an ‘input’ layer, one or more ‘hidden’ layers, and an ‘output’ layer, with nodes in each layer connected to other nodes in neighboring layers \(^{15,16}\). The output of a node is scaled by connecting weights and fed forward to as input to the nodes in next layer of the network implying a direction of information processing. Hence, MLP is also known as a feed-forward neural network\(^ {17}\). Input layer passes input vector to the network. MLP can approximate any smooth measurable action between the input and output vectors\(^ {16}\). An MLP has the ability to learn through training, which requires a set of training data consisting of a series of input and associated output vectors.

Transfer Function

In ANN, each node has a set signal function that produces output, which either goes to a number of other nodes in network or to the output of the entire network. The transfer function is the mechanism of translating input signals to output signals for each processing element\(^ {18}\). The three main types of transfer or activation functions are linear, threshold and sigmoid functions. Linear function produces an output signal in the node that is directly proportional to the activity level of node. Threshold function produces an output signal that is constant until a certain level is reached and then output changes to a new constant level until the level of activity drops back below the threshold. Sigmoid function produces an output that varies continually with the activity level but it is not a linear variation. Sigmoid transfer function has a graph similar to stretched S and consists of two functions - Hyperbolic (values between –1 to +1); and logistic function (values between 0 and 1). Superposition of various non-linear transfer functions enables MLP to approximate behavior of non-linear functions. If transfer function was linear, MLP would not be able to model non-linear interactions between various variables. Sigmoid transfer function (particularly logistic function) is the most commonly used transfer function in air pollution modeling\(^ {14,19}\).

Training a MLP – the Back-Propagation Algorithm

A ‘learning’ process or ‘training’ forms interconnections (correlations) between neurons. Learning algorithm in a neural network specifies the rules or procedures that tell a node in ANN as to how to modify its weight distribution in response to input pattern. During the training, MLP is repeatedly presented with training data, and weights in network are adjusted until desired input-output mapping occurs\(^ {14,18-20}\). ANN can be trained by ‘supervised’ or ‘unsupervised learning’. In supervised learning, external prototypes are used as target outputs for
specific inputs and network is given a learning algorithm to follow and calculate new connection ‘weights’ that bring output closer to the target output. In unsupervised learning (similar to learning by students without teacher), the desired response is not known, thus explicit error information cannot be used to improve network behavior\textsuperscript{18}. Thus, supervised learning involves providing samples of the input patterns that the network needs to learn and also the output patterns that the network needs to produce when it encounters those patterns. Unsupervised learning involves providing the network with input patterns, but not the desired output patterns.

MLPs learn in supervised manner\textsuperscript{21,22}. During training of MLP, output corresponding to given input vector may not reach the desired level. During training, magnitude of the error signal, defined as the difference between the desired and actual output, is used to determine to what degree the weights in the network should be adjusted so that the overall error can be reduced to the desired (acceptable) level. Back-propagation is a supervised learning model and is the most widely used learning method employed by training of MLP\textsuperscript{20}. Generally, back-propagation learning algorithm applies in two basic steps: (i) Feed-forward calculation; and (ii) Error back-propagation calculation.

The inputs are fed into the input layer and get multiplied by interconnection weights as they are passed from the input layer to the first hidden layer. Within the first hidden layer, they get summed and then processed by a nonlinear function. As the processed data leaves the first hidden layer, again it gets multiplied by interconnection weights, then summed and processed by the second hidden layer. Finally, the data is multiplied by interconnection weights and then processed one last time within the output layer to produce ANN output. With each presentation, output of ANN is compared to the desired output and an error, measured as mean square error\textsuperscript{7}, is computed. This error is then fed back (back propagated) to ANN and used to adjust the weights such that error decreases with each iteration, and neural model gets closer and closer to producing the desired output (Fig. 3). The training cycle is continued until the network achieves desired level of tolerance\textsuperscript{23}. Properly trained back-propagation networks tend to give reasonable answers when presented with inputs that the network has never seen before. This way, it is used as an effective prediction model for a variety of problems including air pollution-related phenomena.

**Feed Forward Computation**

Input vector (representing patterns to be recognized) is incident on the input layer and distributed to subsequent hidden layers and finally to output layer via weighted connections (Fig. 4). Each neuron in the network operates by taking sum of its weighted input and passing the result through a non-
linear activation function. The net input to hidden unit is described as:

\[
NET_{pj} = \sum_{i=1}^{n} W_{ji} I_i + \psi_j
\]  \hspace{1cm} \ldots (1)

where, \( i = 1, 2, ..., n \) & \( j = 1, 2, ..., H \);
\( W_{ji} \) = weight from neuron i (source) to node j (destination); \( I_i \) = input value of neuron i; \( \psi_j \) = bias values for the \( j^{th} \) hidden layer neuron.

The output of a hidden unit \( H_j \) as function of its net input is given by:

\[
H_j = g(NET_{pj}) = \frac{1}{1+\exp(-NET_{pj})}
\]  \hspace{1cm} \ldots (2)

where, \( g \) is a sigmoid function

Net input \( (NET_{pk}) \) to the each output layer unit and the output \( (O_{pk}) \) from each output layer unit are calculated in analogous manner as described above, by the following equations:
\[ NET_{pk} = \sum_{k=1}^{m} W_{kj} H_{pj} + \psi_{j} \]  \hspace{1cm} \ldots \hspace{0.2cm} (3) \\
\[ O_{pk} = \frac{1}{1+\exp(-NET_{pk})} \]  \hspace{1cm} \ldots \hspace{0.2cm} (4)

where, \( W_{kj} \) = weights from node \( j \) to \( k \) and \( k = 1,2 \) \ldots \ldots \text{and}, \( \psi_{k} \) = bias values for \( k^{th} \) output layer neuron.

These set of calculations provide the output state of the network and carried out in the same way for training as well testing phase. The test mode just involves presenting input units and calculating the resulting output state in a single forward pass.

**Error Back-Propagation**

A measure of classes of network to an established desired value is network error. Since network deals with supervised training, desired value is known for the given training set. For back-propagation learning algorithm, an error measure known as the mean square error is used, which is defined as:

\[ E_{p} = 1/2 \sum_{j=1}^{n} (T_{pj} - O_{pj})^2 \]  \hspace{1cm} \ldots \hspace{0.2cm} (5)

where \( T_{pj} \) = target (desired) value of \( j^{th} \) output unit for pattern \( p \); \( O_{pj} \) = actual output obtained from \( j^{th} \) output unit for pattern \( p \).

Standard back-propagation uses gradient descent algorithm, in which the network weights are moved along the negative of the gradient of performance function. This rule is based on the simple idea of continuously modifying the strengths of the input connections to reduce the difference (\( \delta \)) between the desired output value and the actual output of a processing element. This rule changes the synaptic weights in the way that minimizes the mean square error of the network. This rule is also referred to as the Least Mean Square (LMS) learning rule.

The back-propagation algorithm can be summarized into following seven steps:

(i) Initialize network weights; (ii) Present first input vector, from training data, to obtain an output; (iii) Propagate input vector through network to obtain an output; (iv) Calculate an error signal by comparing actual output to the desired (target) output; (v) Propagate error signal back through the network; (vi) Adjust weights to minimize overall error; and (vii) Repeat step (ii) to (vii) with next input vector, until overall error is satisfactorily small.

There are two ways of pattern presentation and weight adjustment of the network: (i) One way involves propagating the error back and adjusting weight after each training pattern is presented (single pattern training); and (ii) Another way is epoch training. One full presentation of all patterns in the training set is termed as an epoch. Error is back-propagated based on total network error. Relative merits of each type of training have been described. In practice, hundreds of training iterations are required before the network error reaches to a desired level.

The main purpose of training MLP is to generalize (or replicate) the behaviour of unseen data on the basis of training data. Maximum generalization performance occurs before the overall network training error reaches a minimum. A network trained on the basis of ‘noisy’ data set may be ‘over - trained’ (similar to over - fitting) as the network learns all the training data (patterns) including noisy ones. When such an over trained network is presented with a new dataset for simulation, it is likely that the network will incorrectly simulate (generalize) the patterns leading to reduced accuracy.

Reducing the number of hidden layers and nodes to act as a filter to noisy data, forces the network to ignore the small-scale noise and instead learn the underlying patterns in the training data. Another method of avoiding the case of ‘overfitting’ or ‘overtraining’ due to ‘noisy’ data sets, is to divide the training data into several sets – i) Training set, ii) Validation set, and iii) Test set. The training set is used to actually train the network, while the validation set can be used to assess the generalization ability of the network while training is occurring. Training is stopped when the desired performance level is reached (also known as ‘early stopping’) and is particularly useful, when training MLP with real world noisy data. Moreover, the training data used for the training set must be sufficient and representative of the whole data set, as training with small number of data set as well as too much of data with sufficient noisy data sets, may result in poor performance with test data.

It may be noted that the back-propagation only refers to the training algorithm and is not another term for MLP or feed-forward network as is commonly reported in literature.
Selection of Learning Rate Parameter

The learning rate ($\mu$, 0.0 – 1.0) determines what amount of calculated error sensitivity to weight change will be used for weight correction and the steps taken along the iterative gradient decent process. If $\mu$ is too large, then the network error will change erratically due to large weight changes, with possibility of jumping over global minima. Further, if $\mu$ is too small, then training will take a long time. The best value of $\mu$ depends on the characteristics of the error surface. Le Cun et al\textsuperscript{26} described a process to determine maximum possible value of $\mu$. A general rule might be to use such a value of $\mu$ parameter, that it may not cause system to oscillate and thereby making it slow or preventing the network to obtain convergence. The moment term ($\eta$) is used to avoid local minima during training process\textsuperscript{14}. If a network fails to converge, an increase in momentum and a decrease in the learning rate may help.

Selection of Initial Weights

Before starting ANN training, initialization of ANN weights and the bias (free parameters) are required. A good choice for the initial values of the synaptic weights and bias of the network can be very helpful in obtaining fast convergence of training process. If no proper information is available, then all free parameters of the network are set to random numbers that are uniformly distributed at a small range of values\textsuperscript{27}. When the weights associated with a neuron grow sufficiently large, neuron operates in the region within which the activation function approaches limits (in sigmoid function 1 or 0). With this, derivative of activation function (DAF) will be extremely small. When DAF approaches zero, the weight adjustment (made through back-propagation) also approaches zero, which results in ineffective training.

Normalization of the Training Data Set

In many ANN softwares, normalization (rescaling input data between 0 and 1) of training data set is required before presenting it to the network for its learning, so that it satisfies the activation function range\textsuperscript{14}. Normalization is also necessary if there is a wide difference between the ranges of input values. Normalization enhances learning speed of network and avoids possibility of early network saturation.

Criteria for Selection of ANN Architecture

Architecture of ANN includes defining the number of layers in input, output and hidden layers, besides the interaction scheme between the neurons\textsuperscript{32}. The number of neurons in input and output layer is problem - specific. Further, the number of hidden layers and number of neurons in each hidden layer depends upon the complexity of the problem\textsuperscript{14}. In most of the cases, there is no way to determine the best number of hidden layer and the neurons in each of them, without training several networks and estimating the validation error of each\textsuperscript{28}. A very few neurons in the hidden layer will get high training error and validation error due to under-fitting and statistical bias whereas, too many neurons in hidden layer will lead to low training error but will have high validation error due to over-fitting and high variance\textsuperscript{28}. Several ‘rules of thumb’ for selection of the number of neurons in hidden layer may be helpful for giving a broad range rather than providing the exact solution of the problem in hand\textsuperscript{20}.

Interactions between neurons are controlled by the training algorithm, which includes criteria for selection of neuron activation function and learning parameters. For the hidden layers, sigmoid activation functions (particularly logistic) are widely used in ANN based vehicular pollution modeling\textsuperscript{14,20,21,29}. Bounded functions (logistic or hyperbolic tangent) are preferred, as these will prevent weights from taking large values, slowing convergence during training. Different layers in the network may have different activation functions. It is often useful to have unbounded function (usually identity function, $y = x$) at the output layer enabling the outputs to take a range of values without being bounded to the limits of the function\textsuperscript{14}. Recently, Shiva- Nagendra\textsuperscript{20} carried out modeling vehicular exhaust emissions (VEEs) for assessing the air quality near urban roads in Delhi by using ANN technique (Table 1).

Limitations of ANN Technique

Some of the limitations of the ANN techniques are as follows\textsuperscript{30}:

- **Long Training Times**: Sometimes training may be too long to make the neural networks impractical. Even simplest of the problem may require at least 100 training iterations, whereas the complex ones may requires training iterations up to 75,000\textsuperscript{14}. However, with easy availability of super computers and ever-increasing computational capabilities of the personal computers, time requirements are becoming less of a problem.
• **Large Amount of Training Data:** Neural networks are best suited for problems with large amount of training data. There may be a situation, where large amount of training data is available however, they are similar in nature. It amounts to similar to one with small training data set.

• **No Guarantee of Optimal Results:** Most training techniques are capable of ‘tuning’ the network, however, they do not guarantee that the network will operate properly. The training may bias the network, making it accurate in some operating regions while inaccurate in some other regions. In addition, one may inadvertently get trapped in ‘local minima’ during training process.

• **No Guarantee for 100 % Reliability:** Although, this is true for any computational applications, this is particularly true for ANNs with limited training data.

• **Good Set of Input Variables:** Selection of input variables that give the proper input – output mapping is often difficult. It is not always easy to determine the input variables or form of those variables, which give the best results. Some trial and error is required in selecting the input variables.

### Application of ANN in Vehicular Emission Modelling

Recently, ANN is increasingly used as an alternative tool for modeling pollutants from vehicular traffic, particularly in urban areas. Using inputs, neural network model develops its own internal model and subsequently predicts the output. MLP structure of neural networks seems to be most suitable for application in atmospheric sciences, particularly for predicting VEEs. Moseholm et al. employed MLP to estimate CO concentration levels at
an urban intersection. Chelani et al.\textsuperscript{34} used a three-layered neural networks to predict SO\textsubscript{2} concentrations in Delhi. The results indicated that the neural networks were able to give better predictions than multivariate regression models. Gardner & Dorling\textsuperscript{30} developed MLP model for forecasting hourly NOx and NO\textsubscript{2} concentrations in London city. Perez et al.\textsuperscript{35} showed a three-layer neural network, a useful tool to predict PM\textsubscript{2.5} concentrations in the atmosphere of downtown Santiago (Chile) several hours in advance when hourly concentrations of the previous day are used as input. In the follow-up study, Perez & Trier\textsuperscript{36} employed MLP to estimate NO and NO\textsubscript{2} concentrations near a street with heavy traffic in Santiago Chile. Predicted NO concentrations in conjunction with forecasted meteorological data were used to predict NO\textsubscript{2} concentrations with reasonable accuracy.

Yi & Prybutok\textsuperscript{37} and Comrie\textsuperscript{38} described an MLP model that predicted surface ozone concentrations. Results from MLP were better than those from regression analysis by using same input data. Several other studies\textsuperscript{39-40} reported that ANN technique had been employed to predict surface level ozone concentrations as a function of meteorological parameters and various air quality parameters. The development of ANN based model to predict ozone concentrations are based on the realization that their prediction from detailed atmospheric diffusion models is difficult because the meteorological variables and photochemical reactions involved in the ozone formation are very complex. In contrast, neural networks are useful for ozone modeling because of their ability to be trained using historical data and their capability to for modeling highly non-linear relationship.

Reich et al.\textsuperscript{41} used three-layered feed forward ANN, trained with a back-propagation algorithms for identification and apportionment of air pollutants from unknown air pollution sources. Some of the limitations of ANN approach, including lack of the flexibility to adjust data outside the validity region of the selected set of examples, together with its capabilities were also discussed. Gowda\textsuperscript{42} used ANN technique for predicting vertical dispersion parameter ($\sigma_z$) for a wide range of the traffic parameters, which could not be simulated in the environmental wind tunnel (EWT) to determine the effect of heterogeneous traffic conditions on the dispersion phenomena on the near-field of roadways. Shiva -

Nagendra & Khare\textsuperscript{31} emphasized the usefulness and applicability of ANN in VEE modelling in urban environment, particularly for heterogeneous traffic conditions, for which very few studies are reported. Sharma\textsuperscript{43} & Chaudhry et al.\textsuperscript{44} used ANN technique by employing the Stuttgart Neural Network Simulator (SNNS) to predict the pollution concentrations under different traffic conditions in the urban street canyon simulated in the EWT.

**Performance Evaluation of ANN Based Vehicular Emission Models**

The evaluation of performance of vehicular emission model is a matter of great interest and it becomes particularly important in all those fields in which air quality modeling is used as a decision making tool. There is an increasing demand for more objective and formalized procedures in order to evaluate the quality (fitness - for - the -purpose) of models. Evaluation procedures are essentially a consensus of model developers, model users and regulatory bodies so as to formulate a reasonable and pragmatic strategy for determining model quality and communicating it to the users to provide reliable and accurate results for various regulatory and scientific purposes. The development of an evaluation strategy must invariably include considerations about input and output variables, methodology to compare model predictions with actual field measurements, statistical measures to be applied and conclusions from these statistical measures about the fitness - for - purpose of the model\textsuperscript{45}.

Various regulatory and Government agencies increasingly, but not exclusively, rely on these vehicular emission models to formulate effective air pollution management strategies. Efforts have been made to calibrate and evaluate the performance of these models, so that they can represent the actual field conditions and results obtained from them are accurate and realistic. Researchers have used different techniques to evaluate the performance of these air pollution models, sometimes leading to different results and interpretation, creating doubts not only about applicability and reliability of these models but also about the performance evaluation techniques. A thorough discussion and universal guidelines on the applicability of various air quality models have long been felt\textsuperscript{46}. However, unfortunately, standard evaluation procedure as well as performance standards accepted universally, still do not exist\textsuperscript{47}. 
Statistical Analysis

Fox\textsuperscript{48} suggested various statistical (residual as well as correlation) parameters for evaluating the performance of air quality models. These included mean bias error (MBE), time correlation, cross correlation coefficients etc. All these parameters can be found out from observed concentrations ($O_t$) and predicted values ($P_t$). Willmott\textsuperscript{49,50} argued that the commonly used correlation measures such as $r$ and $r^2$ and tests of statistical significance, as suggested by Fox, in general are often inappropriate or misleading when used to compare model predicted ($P$) and observed ($O$) variables. Willmott\textsuperscript{49,50} further suggested the use of Index of agreement ($d$) and root mean square error (RMSE), instead of using statistical parameters recommended by Fox\textsuperscript{48}. The $d$ is a descriptive statistics, which reflects the degree to which the observed values are accurately predicted by the predicted values. Further, $d$ is not a measure of correlation or association in the formal sense, but rather a measure of the degree to which model predictions are error free. It varies between 0 and 1, a computed value of 1 indicates perfect agreement between the observed and predicted values, while a value of 0 denotes complete disagreement\textsuperscript{49,51}.

RMSE has been further divided into two components - (i) Systematic (RMSE$_s$), also known as the model - oriented error; and (ii) Unsystematic (RMSE$_u$), also known as the data - oriented error. The RMSE$_s$ is based on the difference between expected predictions and actual observations, while, RMSE$_u$ is based on the difference between actual and expected predictions.

These statistical parameters along with $\bar{O}$, $\bar{P}$, $O_t$, $O_p$ (observed and predicted means and standard deviations) and linear regression coefficients ($a$ and $b$) have been used by various researchers\textsuperscript{51,52} for evaluating performance of air quality models, particularly for vehicular pollution modeling purposes. Shiva - Nagendra\textsuperscript{20}, Sharma\textsuperscript{43}, Shiva – Nagendra & Khare\textsuperscript{53} and Goyal & Jaiswal\textsuperscript{55} also employed the above criteria for evaluating performance of ANN based vehicular emission models.

Conclusions

In recent years, feed - forward ANN trained with the back - propagation have become a popular and useful tool for modeling various environmental systems, including its application in the area of air pollution. ANN suitability for modeling complex system has resulted in their popularity and application in an ever increasing number of areas\textsuperscript{56}. MLP can be trained to approximate virtually any smooth measurable function. Because of its ability to model highly non - linear functions, ANN technique is increasingly used in atmospheric dispersion modeling, where interaction between various variables affecting the dispersion phenomena is still not well understood. With the availability of user - friendly softwares, ANN techniques have emerged as an attractive alternative tool to numerical modeling, where there is complete theoretical understanding of the problem exists and also for choosing between various statistical modeling approaches, where insufficient or no understanding of the problem exists. The ability of ANNs to ‘ learn by example’ makes it an important tool to simulate dispersion phenomena in complex urban environmental situations where complete understanding of the dispersion mechanisms including the interaction between various influencing variables still does not exist (black - box approach) and the pollution estimates or results are to be used by various regulatory agencies for devising suitable air pollution control strategies and other policy decisions. However, care should be taken that ANN performs well in cases of interpolation whereas their reliability and accuracy is highly questionable, if they are used for extrapolation purpose. A careful interpretation of the results may also give an idea of the relative importance of various input variables, which may lead to better understanding of the problem, if used in conjunction with other modeling techniques. Similarly, the results of other modeling techniques and field experiments will also help in proper training of a particular ANN by giving an insight to various input variables, which are likely to affect the simulation process. Different modeling approaches have their own advantages and disadvantages. As present day research needs demand that the various modeling approaches be complementary and supplementary to each other, there is a need to use ANN more effectively along with other air pollution modeling to solve various complicated urban pollution dispersion problems including their health impacts on the exposed population\textsuperscript{57}.

In India, absence of effective air pollution monitoring programme in most of the urban areas coupled with absence of reliable and accurate emission factors for different categories of vehicles\textsuperscript{58} makes ANN modeling even more appealing for
devising air quality management strategies in urban areas.\textsuperscript{39}
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