Simulation of Antarctic sea ice area with artificial neural network
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The artificial neural network (ANN) has been used for simulation of Antarctic sea ice area anomalies. Various dominant cycles present in the data have been identified using the Fourier analysis. It has been found that the data of the Antarctic sea ice area has two dominant cycles: annual and half yearly. The effect of the presence and/or absence of these dominant cycles on the simulation results have been carried out. ANN can simulate the broad trend of the sea ice area anomalies when all the cycles are present. However, the prediction skill of model for intraseasonal variability degrades as we remove the trends. Further, the forecast have been verified on the basis of various attributes of the forecast.
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1. Introduction

The salt/freshwater and heat exchanges between sea ice and ocean are crucial in the Southern Ocean for the deep water production, its properties and export. The large amount of brine released during ice formation on the Antarctic continental shelf leads to very high salinities there. The resulting dense shelf waters are then transported toward great depths after some mixing with ambient waters, finally forming the Antarctic Bottom Water body\(^1,2\). Besides, the net ice melting associated with ice convergence in some areas, such as the southwestern Pacific, stabilizes the water column and forbids deep mixing in these regions. Furthermore, the contact with the ice imposes that the polar surface waters must be maintained very close to their freezing point temperature. This process takes an important part in increasing the density of the Antarctic Bottom Water.

Due to the seasonal variation in insolation, seawater freezes over the surface of polar ocean producing a thin but discontinuous blanket of sea ice over, on which snow can accumulate. Sea ice covers roughly 7% of world’s ocean (~23.5 millions km\(^2\)) and accounts for about two third of Earth’s ice cover\(^3,4\). Its global extent oscillates between ~30 \(\times\) 10\(^6\) km\(^2\) (during the austral winter) and ~20 \(\times\) 10\(^6\) km\(^2\) (during the austral summer)\(^5\). Contrary to several hundreds - meter thick continental ice sheet, the sea ice is very thin whose thickness and aerial extent responds quickly to the change in surface heat balance, thus modulating the interaction between the atmosphere and the ocean on timescales ranging from months to years.

Polar geophysical processes play an important role in maintaining the thermodynamics balance of Earth’s climate system. Sea ice is a key component of this system and accurate information about sea ice dynamics, melting events and numerous feedback processes are needed for understanding climate variability and trends\(^6-11\). Sea ice modulates the short wave albedo, heat, moisture, and momentum between the atmosphere and ocean which in turn modulates the climate\(^12-15\). Sea ice is characterized by significant interannual variability\(^16-21\). Recently, changes and trends in polar sea ice cover have been intensively investigated after the availability of microwave data from satellites\(^22-30\). More research is needed to understand how interactions among atmospheric circulation, sea ice motion, and sea ice melt dynamics in the polar region could significantly affect the behavior of ice-albedo feedbacks or ocean-atmosphere heat fluxes in global climate models\(^31,35\). Further, polar sea ice extent is closely related to the dire phenomenon of global warming.

Recently, due to the increasing realization of the importance of sea ice in global weather and climate system, various aspects of sea ice have been studied using artificial neural networks\(^36-43\). In the present paper we investigate the possibility of predicting the Antarctic sea ice variability using artificial neural
networks. It has been found that the Antarctic sea ice anomalies can be successfully predicted with a reasonably good accuracy.

2. Artificial Neural Networks

Artificial neural networks (ANNs) are modeled on the operating behavior of the brain and are especially useful for classification and function approximation/mapping problems, to which mathematical descriptions cannot be specified easily. Contrary to linear modeling techniques, ANNs are inherently nonlinear and learn by examples. The ANNs are better suited for prediction because noise patterns and chaotic components are better tolerated by them than by other statistical methods\(^45, 46\). The prediction and classification capability of the ANNs has been found to be far more superior to the other traditional methods\(^45, 46\). Studies have also shown that not only ANN performs better than the traditional multivariate regression model but that it can predict the future in cases where the regression model fails to make any forecast at all\(^47\).

ANN is now widely used in oceanography and meteorology for the prediction and modeling of various atmospheric and oceanic phenomena. Some of the recent examples include: prediction of tsunami travel time in the Indian ocean\(^48\), predictability of sea surface temperature\(^47\), nonlinear canonical correlation analysis for the study of relationship between the tropical pacific sea level pressure and the sea surface temperature\(^49\) and Nonlinear principal component analysis\(^50\). ANNs are gradually finding more and more applications in the study of Arctic and Antarctic sea ice such as Retrieval of Antarctic sea ice pressure ridge\(^31\) and sea ice classification\(^32\).

In the present study we use a multi-layer feed forward artificial neural network. A typical multi-layer feed forward ANN consists of inter-connected set of processing units called neurons. These neurons are organized in three distinct layers: Input layer, hidden layer and output layer as shown in Figure 1. These layers are connected via neuronal links: two neurons i and j of the two consecutive layers have synaptic connections associated with a synaptic weight \(W_{ij}\). Each neuron j performs two specific operations:

![Fig. 1—(A): A typical example of neural network (B): Working of a neuron with the sigmoid activation function.](image-url)
(i) It makes a weighted sum of its inputs from the previous layer $I_i$. This is called the activity signal $a_j$ of the neuron given by

$$a_j = \sum_i (W_{ij} I_i + B_j)$$

where $B_j$ is bias.

(ii) Then, it transfers this activity signal to its output through a so-called ‘transfer function’, say $\sigma$. The output $O_j$ of the neuron $j$ in the hidden layer is given by

$$O_j = \sigma(\sum_i W_{ij} I_i)$$

The ‘transfer function’ $\sigma$ can have several forms such as nonlinear sigmoid function, simple linear activation, threshold activation and hyperbolic tangent activation. However, we have used the most prevalent and commonly used sigmoid function

$$F(x) = 1/[1 + \exp(-x)]$$

as the activation function. Generally, neurons of the output layer use identity function as transfer function. We have used the identity function

$$f(\alpha) = \alpha$$

as the activation function for the neurons in the output layer.

It is critical to identify the appropriate training interval. If the training interval is too short, the ANN cannot learn all patterns and prediction accuracy is low. If the training interval is too long, neural networks begin to fit the noise present in the training data leading to overtraining. When such a over trained network is presented with data that it has not yet seen (i.e., data with the same relationship as the training data, but with new and different noise), its performance is lower than if it had only learned the actual relationship during training. We identify the proper training interval by comparing the performance of the ANN on data that it has not yet seen (i.e., test data) after different training intervals. Network performance should increase as the training interval increases until the ANN overfits the training data, at which point performance will decrease. Because the overtrained ANN learns the noise of a particular training dataset, we assess the performance using different training and testing datasets. We create the training and testing datasets by randomly separating the data.

3. Methodology

3.1 Data

There have been very few systematic observations of Antarctic sea ice parameters and the available records are short. As such the spatial and temporal (seasonal) variability of Antarctic sea ice is not well understood. The observed data of Antarctic sea ice area (daily) for the 45-year period from January 1948 to December 1992 has been used for the present analysis. This data has been derived from passive microwave measurements by applying the Bootstrap algorithm.

3.2 Preprocessing

The first step in the preprocessing is to identify the climatologic component. This has been done by the spectral analysis using the Fourier transformations. The power spectrum of sea ice area is shown in Figure 2 from which two dominant cycles have been identified in the time series for Antarctic sea ice area. These are the 45th harmonic (corresponding to a period of 365 days i.e. one year) and the 90th harmonic (corresponding to a period of 182.5 days i.e. 6 months). The simulation experiment has been conducted in three steps: (i) Simulation without removing the dominant cycles to predict the broad climatology of sea ice area anomaly, (ii) Simulation after removing the first dominant component (45th harmonic) and (iii) Simulation after removing the first two dominant components (45th and 90th harmonics). Simulation after removing the dominant components was performed to evaluate the performance of the model in predicting the intra-seasonal variability of sea ice area anomaly.

The area anomaly was calculated and correlation
analysis done to determine the predictors. The correlation with lag from 1 day to 365 days has been evaluated. It has been found that the series with 1-year lag has the best correlation with the current series. Hence the 1-year lag series has been used as the predictor.

The predictor and the predictand series has been normalized using the following scheme

\[ X_n = \left[ (X - X_{\text{min}})/(X_{\text{max}} - X_{\text{min}}) \right] \times 0.6 + 0.2 \]  

where \( X \) is the sea ice area anomaly, \( X_{\text{max}} \) is the maximum anomaly for the month, \( X_{\text{min}} \) is the minimum anomaly for the month and \( X_n \) is the normalized value of the anomaly. The factors of 0.6 and 0.2 are included so that the normalized values are not 0.0 or 1.0. As \( X_n \) approaches these extreme values, the derivative of the sigmoid function becomes 0 and no learning occurs\(^57\).

3.3 Partitioning of data

The normalized data is partitioned into three sets namely the training, validation and the test set. The full time series for area anomaly for 45 years consists of 16425 points. Since 1-year lag series has been used as the predictor, the effective number of input-output pairs reduces to 16060. Of these 16060 ordered pairs, 13140 pairs (approximately 80%) is used to “train” the network. These pairs form the “training set”. The ANN determines the optimum relationship between these input-output pairs by optimizing the free parameters, which in this case is the value of the weight matrix. Minimizing a cost function, which in this case is the mean square error between the model output and the observations in the training set, does the optimization of the free parameters. The remaining 20% of the input-output pairs are used for assessing the mapping obtained by the ANN on the unseen data. The performance evaluation on the unseen data has been done in two phases: (i) the online phase called the cross-validation and (ii) the offline phase called the testing. For the cross-validation, 63% (of the pairs that were not used in training) data, i.e. 1825 patterns, have been used. For the testing, or hindcast, 37% (of the pairs that were not used in training) data, i.e. 1095 patterns, have been used.

3.4 Architecture of the ANN

The architecture of the ANN used in the present study is shown in Figure 1. The number of neurons in the input, output and hidden layers are 1, 5 and 1 respectively. It has been proved that one hidden layer is sufficient to model arbitrary complexity in the data\(^58\). Each neuron in the hidden layer of an ANN is dedicated to learn some non-linearity in the data. So the number of neuron in the hidden layer must not be less than the required number as this will deprive the network of the resources to learn the non-linearity in the data. Increasing the number of hidden layer neurons beyond the required number will complicate the architecture, by increasing the number of free parameters. This will increase the amount the data required to train the network. But training data is fixed. So the overall effect of further increasing the number of hidden layer neurons is that the free parameters are increased without increasing the amount of data required to optimize those parameters thus rendering the network to be overfitted\(^59\), a common problem encountered in all statistical models.

4. Results and Discussion

The performance of the model without removing any cycles (1\(^{st}\) case) for the training and the test sets are shown in Figure 3. The correlation coefficient for both training and test cases are found to be 0.96. The root mean square error (RMSE) and standard deviation (SD) for observed data are 1.82 and 5.52 for training and 1.70 and 5.18 for test cases respectively. As the RMSE is significantly smaller than the SD of the observed data, we infer that the model prediction is better than the mean prediction. Thus, the prediction skill of the model for simulating the broad features of sea ice area anomaly is reasonably good with a very high degree of accuracy.

The performance of the model after removing the first dominant cycle (2\(^{nd}\) case) for the training and the test cases are shown in Figure 4. The correlation coefficients are found to be 0.89 and 0.94 for training and test cases respectively. The RMSE and SD for observed data are 0.51 and 1.1 for training and 0.36 and 0.99 for test cases respectively. Similarly, Figure 5 shows the performance of the model after removing the two most dominant cycles (3\(^{rd}\) case) for the training and the test cases. In this case, the RMSE and SD for observed data are 0.44 and 0.49 for training and 0.36 and 0.42 for test cases respectively. The correlation coefficients are found to be 0.43 and 0.66 for training and test cases respectively. Thus, after removing all the trends and analyzing the results, we get a significant correlation coefficient although we
are predicting one year in advance. The small value of RMSE compared to the SD of the observed data indicates that the prediction is better than the mean prediction. However, the predicted area anomaly almost looks like the mean value as RMSE and the standard deviation of the observed data are very close to each other. Thus, it can be seen that the prediction skill of model for intraseasonal variability degrades as we remove the trends.

The quality of every forecast has to be determined by the so-called forecast verification process. The forecast verification process involves comparison of matched pairs of forecasts and observations. There are several reasons (administrative, economic and scientific) to objectively evaluate the forecast quality and the most important amongst them is to assess the strengths and weaknesses of the forecast for further improvement.

For evaluating the quality of forecast based on binary or dichotomous (yes/no) forecasts, the test data has been classified in two classes; normal event and rare event. A normal event is one when the observed sea ice area anomaly is under the standard deviation of the observed data. A rare event is defined as the case when the observed sea ice area anomaly exceeds the standard deviation of the observed data. In the
present study, an “event” means a “rare event”. A
dichotomous forecast says categorically whether or
not the event will happen. The contingency table is a
useful way to see what types of errors are being made.
A perfect forecast system would produce only hits
and correct negatives, and no misses or false alarms.
A contingency table shows the frequency of “yes” and
“no” forecasts and occurrences (Table 1).

Forecast skill refers to the relative accuracy of a set
of forecasts with respect to some set of standard
forecasts. One of the most common choices for the
reference forecast is the climatological average of the
predictand. Table 2 shows the various skill scores for
the dichotomous forecasts for test cases. It may be
seen that accuracy is 70% or more. This means that
overall 70% of the forecasts are correct for the 1st and
3rd cases of the simulation and 80% of the forecasts
are correct for the 2nd case of the simulation.

The bias term shows the fraction of the forecast
frequency of the yes events and the observed
frequency of the yes events. Ideally this fraction
should be 1. In the worst case the ratio can be 0 (if
there is no “yes” in the forecast set or infinity (if there
is no “yes” in the observed case). If the bias term is
greater than 1 then there is overforecast and if less
than 1 then there is underforecast. In our case, there is
underforecast in all the three cases.

The “probability of detection (POD)” indicates the
fraction of the observed “yes” events that were
correctly forecast. Ideally its value should be 1 and in
the poorest case when the annual cycle is removed. The
probability of detection should be used in conjunction
with the false alarm ratio. The false alarm ratio is a
measure of the fraction of the predicted “yes” events
that actually did not occur (false alarm). The ideal
value should be 0 and the worst case value is 1. In the
present model we see that the false alarm ratio is very
close to zero: 0.19 being the worst case and 0.06
being the best case.

Probability of false detection (POFD) is another
attribute that tells us what fraction of the observed
"no" events were incorrectly forecast as "yes". Ideally

| Table 1—Contingency tables for dichotomous forecasts |
|---|---|---|
| Yes | No | Total |
| Forecast |
| (A) All cycles present (1st case) |
| Yes | 206 | 12 | 218 |
| No | 315 | 562 | 877 |
| Total | 521 | 574 | 1095 |
| (B) Annual cycle removed (2nd case) |
| Yes | 359 | 32 | 391 |
| No | 182 | 522 | 704 |
| Total | 541 | 554 | 1095 |
| (C) Annual and six monthly cycles removed (3rd case) |
| Yes | 250 | 61 | 311 |
| No | 258 | 526 | 784 |
| Total | 508 | 587 | 1095 |
this should be zero. It is sensitive to the climatological frequency of the event. Again, we see that the POFD is very close to zero for all the cases. When observed in conjunction with the probability of detection, we see that the POD is much greater than POFD.

Threat score (TS) measures the degree of correspondence between the forecast “yes” events and the observed “yes” events. Perfect score is 1 and worst score is 0 that indicates no correspondence at all. In our study the TS is 0.63 (best case) when the first dominant (annual) cycle (2nd case) is removed and the worst case value is 0.39 when all the cycles are present (1st case). Threat score is normally used in conjunction with Equitable Threat Score (ETS). The allowed range of ETS is from -1/3 to 1 with 0 indicating no skill and 1 giving a perfect score. ETS Measures the fraction of observed and/or forecast events that were correctly predicted after adjusted for hits associated with random chance. It measures the same quantity but accounts for the “by chance” events. It is always less than the TS. The best case in our study is the case when the annual cycle was removed. We see that slightly less than half on the rare events were correctly forecast, taking into account the forecast that happened “by chance”.

The Heidke Skill Score (HSS) measures the fraction of correct forecasts after eliminating those forecasts, which would be correct due purely to random chance. The range of HSS is from minus infinity to 1 with 0 indicating no skill and 1 giving a perfect score. In the present study, 2nd case gives better value for HSS as compared to the other cases.

Odds Ratio (OR) informs about the odds of a “yes” forecast being correct relative to the odds of the “yes” forecast being incorrect. In other words, it measures the ratio of the odds of making a hit to the odds of making a false alarm. It can have values between 0 to infinity: 1 indicating no skill and infinity for perfect score. In the present study, we see that OR is 31.32 for the 1st case. This means that the odds of a “yes” prediction being correct are over 31 times greater than the odds of a “yes” prediction being incorrect. The OR for the 2nd and 3rd cases is 30.41 and 8.65 respectively.

We have investigated the simulation of Antarctic sea ice using ANN on the basis of commonly used statistical parameters such as correlation coefficient, root mean square error and standard deviation. But these parameters are not sufficient to assess the quality of forecast. Therefore, various other attributes of the forecast were also determined. On the basis of the analysis of these parameters and attributes we conclude that ANN is capable of simulating the Antarctic sea ice extent to a fairly good accuracy.
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