Artificial neural networks for estimation of temporal rate coefficient of equilibrium bar volume
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Present study consists the growth of a bar profile caused by cross-shore sediment transport. This is especially on growth of bar volume (V) toward equilibrium bar volume (V_eq). Three analysis methods being a power and linear regression analysis (PRA and LRA) and an Artificial Neural Network (ANN) analysis were performed to determine empirical temporal rate coefficient (α). Forty-two experimental data were used for training set and the rest of the experimental data were used for testing set in the ANN analysis. As the results of analyses, the smallest average relative and root mean square error (RMSE) computed for the ANN methods are 7.578% and 0.029, respectively. It has been obtained that the ANN analysis, which is used for determination of α coefficient, gives reasonable results. Finally, bar volumes were calculated by means of computed α values and compared with the results of experimental data.
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Introduction

Cross-shore sediment transport is relevant to a number of coastal engineering problems1. A general literature review including the studies carried out previously on this subject is summarized as follows: Larson and Kraus2 studied erosion and accretion profiles proposing equations for bar parameters of beach profiles using experimental data. Work and Dean3 introduced an equilibrium profile solution for the situation where a cross-shore profiles features linear or exponentially varying representative grain size across a profile. Silvester and Hsu4 analyzed beach profile parameters by non-linear regression techniques using various experimental data obtained from previous works and proposed equations for the bar parameters. Hsu5 performed experimental and theoretical studies to determine the geometry of offshore bars and suggested some equations for bar parameters. Ruessink et al.6 made an attempt to determine long time variations of bar crest position in a beach profile using the remote sensing method. Günaydın and Kabdaşlı7,8 studied the characteristics of coastal erosion and bars using a physical model in which the mean diameter of particles of 0.35 and the beach slope of 1/5 under regular and irregular wave conditions. Their results show that the wave types, whether regular or irregular, were not effective in describing the geometric characteristics of coastal erosion. Kömürcü et al.9 investigated bar parameters of beach profiles by using a physical model and obtained dimensional and non-dimensional equations by regression analyses in which the experimental results are used. The physical model results were also evaluated by the genetic algorithms (GAs). The results of this research show that estimates of bar parameters by the GAs give a better estimation performance with respect to other conventional methods10. Kankal11, by taking in the consideration of wave height and period, bed slope and sediment diameter, studied the temporal variation of cross-shore sediment transport in a physical model and determined temporal rate coefficients by regression analysis. The results of this study show that wave height is the most important parameter on temporal rate coefficients.

Recently, the application of ANN technique in ocean and coastal engineering has increased rapidly. There are many studies that ANN applications focused on various parameters; such as wave height12–20, sea levels21–23, and tidal levels and timings of high and low water24–28. Whereas there are a few ANN applications dealing with sediment transport29,30. Present study is an attempt to develop an appropriate model for estimation of α coefficient, which is used to determine the temporal variation of bar volume, by training with
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experimental data including initial bed slope (m), grain size (d_{50}), wave period (T), and wave height (H_0). For this matter, three different analyses methods being PRA, LRA, and ANN techniques are performed and the results obtained from these analyses methods are compared.

**Materials and Methods**

**Equilibrium Profile**

A fundamental assumption of beach profile change is the existence of an equilibrium profile to which a beach will tend to achieve equilibrium if exposed to constant wave conditions for a sufficiently long time. The idea is that the beach profile in its equilibrium state dissipates incident wave energy without significant net change in shape. If an equilibrium profile did not exist, the beach would continue either to erode or accrete indefinitely, if exposed to the same wave conditions and with no restrictions in the sand supply. A great difference between initial profile and equilibrium profile for a specific wave climate and grain size implies that a large amount of sand must be redistributed in the process of reaching equilibrium.

In considerations of cross-shore sediment transport, it is useful to first examine the case of equilibrium in which there is no net cross-shore sediment transport. As a bar grows, it moves offshore and increases in volume to approach an equilibrium size (Fig. 1). The equilibrium bar volume, however, is not entirely reached in most cases. In such cases, an objective method for determining equilibrium bar volume becomes very important.

In fact, at a micro scale level, the concept of an equilibrium profile is an idealization that cannot be fully achieved in practice, since waves, water level, water temperature, and other conditions cannot be held perfectly fixed. Nevertheless, at a macro scale level, it has been demonstrated that an equilibrium profile can be approached, in which no significant systematic net sand transport occurs, although small perturbations still remain. From a practical point of view, it is of great significance if a natural beach of a certain representative grain size has a preferred shape under a given wave climate. A greater difference between initial profile for a specific wave climate and grain size implies that a greater amount of sand must be redistributed in the process of reaching equilibrium.

Cross-shore sediment transport models can be classified into two groups; open and closed loop models. Closed loop cross-shore sediment transport models are based on equilibrium beach profile concepts and assume that, a profile will eventually achieve equilibrium if exposed to the same conditions for a long time. Cross-shore transport is caused by deviations of a beach profile from the equilibrium. Several numerical models have been developed according to equilibrium beach profile concepts.

The beach profile characterization which has been the most widespread use throughout coastal engineering application is that which was originated by Bruun and supported on a theoretical basis by Dean and is called the x^{2/3} model because of the following relationship:

\[ h = Ax^{2/3} \]  

where \( h \) is a still-water depth at a horizontal distance \( x \) from the shoreline (m), \( A \) is a dimensionless shape parameter called the “proportionality coefficient” and \( x \) is distance from the shoreline (m). The “proportionality coefficient” \( (A) \) can be quantified based upon either mean sediment grain-size diameter \( (\text{Eq. 2}) \) or mean sediment settling velocity \( (\text{Eq. 3}) \):

\[ A = 0.21D^{0.48} \]  

where \( D \) is a mean grain size (mm).

\[ A = 0.067w^{0.44} \]  

where \( w \) is a sediment fall velocity (cm/s).

As a bar moves offshore, it increases in volume to approach an equilibrium size. Since equilibrium bar

---

**Fig. 1**—The equilibrium profile
volume was not entirely reached in some cases, and in order to obtain an objective method for determining equilibrium bar volume, a simple expression of exponential type was least-square fitted to the data for each case. Generally, an expression of exponential type is employed in growth problems where an equilibrium state exists [2]. In this expression, the bar volume \( V \) is assumed to grow toward the equilibrium volume \( V_{eq} \) according to

\[
V = V_{eq} (1 - e^{-\alpha t}) \quad \ldots (4)
\]

where \( t \) and \( \alpha \) are time and an empirical temporal rate coefficient, respectively. \( \alpha \) value controls the speed at which equilibrium bar volume is attained; a large \( \alpha \) value produces a rapid response toward equilibrium. Several experimental studies have showed that equilibrium bar volume is most closely related to deepwater wave height, sand grain size (or fall speed), and initial beach slope. Various studies were also performed to relate \( \alpha \) to some wave, sediment, and beach parameters [2].

**ANN Approach**

ANNs are human attempts to simulate and understand what goes on in nervous system, with the hope of capturing some of the power of these biological systems. ANNs are inspired by biological systems with large number of neurons which collectively perform tasks that even the largest computers have not been able to match.

The function of artificial neurons is similar to that of real neurons; they are able to communicate by sending signals to each other over a large number of biased or weighted connections. Each of these neurons has an associated transfer function which describes how the weighted sum of its input is converted to an output (Fig. 2).

Different types of ANNs have evolved based on the neuron arrangement, their connections and training paradigm used. Among the various type of ANNs, the multi-layer perceptron (MLP) trained with back propagation algorithm has been proved to be most useful in engineering applications. Backpropagation is a systematic method for training multi-layer perceptron.

The multi-layer perceptron network comprises an input layer, an output layer and a number of hidden layers (Fig. 3). The presence of hidden layers allows the network to present and compute more complicated associations between patterns. Basic methodology of ANNs consists of two processes; network training and testing.

The connection weights of the ANN are adjusted through the training process, while training effect is referred to as supervised learning. The training of ANNs usually involves modifying connection weights by means of learning rule. The learning process is done by giving weights and biases computed from a set training data or by adjusting weights according to a certain condition. Then other testing data are used to check the generalization. The purpose of the bias input of a back propagation network is to stabilize the origin of activation function to provide better learning [37]. The initial weights and biases are commonly assigned randomly. As input data are passed through hidden layers, sigmoidal activation function is generally used. During the training procedure, the data are selected uniformly. A specific pass is completed when all data sets have been processed. Generally, several passes are required to attain a desired level of estimation accuracy. Training actually means for each input pattern and then compares it with the correct output. The total error based on the squared difference between predicted and actual output is computed for the whole training set. The adjustment of the corrections weights has been carried out using the standard error back propagation algorithm, which minimizes the total error (E) with the gradient decent method [38, 39].

![Artificial neuron](Fig. 2—Artificial neuron)

![The architecture of back-propagation network model](Fig. 3—The architecture of back-propagation network model)
Weight update formula in the back-propagation algorithm is given as follows:

\[ w_{j(l-1)k}^{(t+1)} = w_{j(l-1)k}^{(t)} + \gamma \delta_k^j x_k^{(L-1)} + \eta [w_{j(l-1)k}^{(t)} - w_{j(l-1)k}^{(t-1)}] \] ... (5)

where \( \gamma \) is learning rate, \( \eta \) is momentum parameter, \( L \) is layer number and \( x_k \) is output vector.

The total sum squared error is calculated as follows:

\[ E^k = \frac{1}{2} \sum_{b=1}^{M} (y_b^k - x_b^k)^2 \] ... (6)

where \( y_b^k \) is a desired output vector [40]. The foregoing algorithm used in this study updates the weights after an epoch is presented. Epoch is one cycle through the entire set of training patterns.

**Experimental Study**

**Wave flume and measuring method**

The experiments have been conducted in a wave flume with 30 m length, 1.4 m width, and 1.2 m depth. The wave generator is located at the beginning of the flume, which has a sandy beach model at the end (Fig. 4). The wave characteristics were measured using three wave gauges and recording units. In each case, reflection coefficients in the experiments were estimated to be less than 7.1% (actually it changes between 2.2% and 7.1%). The flume was divided into 70 longitudinal sections and each section was divided into three horizontal measuring points (i.e., three depths were measured and averaged in a section) and 210 total points were measured during an experiment (Fig. 5). A uniform measurement grid of 20 × 20 cm was surveyed within the mesh. At each point and time of interest, sand elevations above the basin floor were simply measured [9, 10, 41].

**Experimental variables**

The experiments have been performed to investigate the variation in the coastal profile under different scenarios. The experimental studies were prepared using Froude's model technique under undistorted conditions. The scale of the model was chosen to be 1/25 by taking into account the size of the wave flume. In all tests, regular (monochromatic) waves were used. Wave conditions were chosen to be between a maximum and minimum to originate the erosion profile, as would be in nature, in order to examine the considered parameters. The deepwater wave heights (H_0) were chosen as 6.5, 11.5, 16, 20, 23, 26, and 30 cm for a 1.46 s wave period.
(T), and also 11.5, 16, and 20 cm for a 2.03 s wave period. The initial bed slopes (m = tan b) were fixed as 1/10, 1/15, and 1/25, representing slopes in nature and to make lab conditions easy.

Four different granular materials with the mean diameters (d_{50}) 0.18, 0.26, 0.33, and 0.40 mm were used, and the specific gravity of the materials was 2.55 t/m$^3$. The uniformity of materials is another important aspect for sediment transport. As materials uniformly distributed around the same diameter closely move each other, the determination of diameters in these materials is therefore strictly considered.

There is also a relationship between experimental time and erosion parameters. The experimental time was determined during a preliminary test for each beach slope to find the time for the erosion profile to reach equilibrium. This duration was determined by several criteria: maintain the initial erosion point, equilibrium point and final bar point, decrease the total quantity of moving material to below a certain ratio, and move materials with the same slope; the experiment time was preferred 12h for 1/10 beach slope, while it was selected 14 h for 1/15 and 1/25 beach slopes. All details about the independent parameters mentioned here were listed in Table 1.$^9, 10, 41$

### Analysis of the Experimental Results

#### Calculation of $\alpha$ values

$\alpha$ Values in Eq. (4) were calculated by using the experimental results. During each experiment, time ($t$) and the corresponding bar volume ($V$) values with two hours intervals ($\Delta t=2$ hours) were measured. At the end of the experiment (after 12 to 14 hours from the beginning of the experiment), the equilibrium volume ($V_{eq}$) was also measured. Then, inserting $t$, $V$ and $V_{eq}$ values in Eq. (4), $\alpha$ values were calculated for each experiment. Total number of $\alpha$ values was $\sum t/\Delta t$, where $\sum t$ is total duration of the experiment (12 to 14 hours).

Since all of the $V$ values did not precisely fit to Eq. (4), some scattering was observed among $\alpha$ values for each experiment. Therefore, it was necessary to find the best fitted $\alpha$ value for the related experiment. A computer programme, which carried

<table>
<thead>
<tr>
<th>Test No</th>
<th>m</th>
<th>$d_{50}$ (m)</th>
<th>T (s)</th>
<th>$H_0$ (m)</th>
<th>Test No</th>
<th>m</th>
<th>$d_{50}$ (m)</th>
<th>T (s)</th>
<th>$H_0$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.065</td>
<td>27</td>
<td>0.0667</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.200</td>
</tr>
<tr>
<td>2</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.115</td>
<td>28</td>
<td>0.0667</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.065</td>
</tr>
<tr>
<td>3</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.200</td>
<td>29</td>
<td>0.0667</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.115</td>
</tr>
<tr>
<td>4</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.230</td>
<td>30</td>
<td>0.0667</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.200</td>
</tr>
<tr>
<td>5</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.260</td>
<td>31</td>
<td>0.0667</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.230</td>
</tr>
<tr>
<td>6</td>
<td>0.1000</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.300</td>
<td>32</td>
<td>0.0667</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.300</td>
</tr>
<tr>
<td>7</td>
<td>0.1000</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.115</td>
<td>33</td>
<td>0.0667</td>
<td>0.00026</td>
<td>2.03</td>
<td>0.200</td>
</tr>
<tr>
<td>8</td>
<td>0.1000</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.160</td>
<td>34</td>
<td>0.0667</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.115</td>
</tr>
<tr>
<td>9</td>
<td>0.1000</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.200</td>
<td>35</td>
<td>0.0667</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.200</td>
</tr>
<tr>
<td>10</td>
<td>0.1000</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.160</td>
<td>36</td>
<td>0.0667</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.300</td>
</tr>
<tr>
<td>11</td>
<td>0.1000</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.230</td>
<td>37</td>
<td>0.0667</td>
<td>0.00033</td>
<td>2.03</td>
<td>0.115</td>
</tr>
<tr>
<td>12</td>
<td>0.1000</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.300</td>
<td>38</td>
<td>0.0667</td>
<td>0.00033</td>
<td>2.03</td>
<td>0.160</td>
</tr>
<tr>
<td>13</td>
<td>0.1000</td>
<td>0.00026</td>
<td>2.03</td>
<td>0.115</td>
<td>39</td>
<td>0.0667</td>
<td>0.00033</td>
<td>2.03</td>
<td>0.200</td>
</tr>
<tr>
<td>14</td>
<td>0.1000</td>
<td>0.00026</td>
<td>2.03</td>
<td>0.160</td>
<td>40</td>
<td>0.0667</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.160</td>
</tr>
<tr>
<td>15</td>
<td>0.1000</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.115</td>
<td>41</td>
<td>0.0667</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.260</td>
</tr>
<tr>
<td>16</td>
<td>0.1000</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.160</td>
<td>42</td>
<td>0.0667</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.300</td>
</tr>
<tr>
<td>17</td>
<td>0.1000</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.200</td>
<td>43</td>
<td>0.0400</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.115</td>
</tr>
<tr>
<td>18</td>
<td>0.1000</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.230</td>
<td>44</td>
<td>0.0400</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.160</td>
</tr>
<tr>
<td>19</td>
<td>0.1000</td>
<td>0.00033</td>
<td>2.03</td>
<td>0.115</td>
<td>45</td>
<td>0.0400</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.115</td>
</tr>
<tr>
<td>20</td>
<td>0.1000</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.160</td>
<td>46</td>
<td>0.0400</td>
<td>0.00018</td>
<td>2.03</td>
<td>0.160</td>
</tr>
<tr>
<td>21</td>
<td>0.1000</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.230</td>
<td>47</td>
<td>0.0400</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.115</td>
</tr>
<tr>
<td>22</td>
<td>0.1000</td>
<td>0.00040</td>
<td>1.46</td>
<td>0.300</td>
<td>48</td>
<td>0.0400</td>
<td>0.00026</td>
<td>1.46</td>
<td>0.160</td>
</tr>
<tr>
<td>23</td>
<td>0.1000</td>
<td>0.00040</td>
<td>2.03</td>
<td>0.200</td>
<td>49</td>
<td>0.0400</td>
<td>0.00026</td>
<td>2.03</td>
<td>0.115</td>
</tr>
<tr>
<td>24</td>
<td>0.0667</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.065</td>
<td>50</td>
<td>0.0400</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.115</td>
</tr>
<tr>
<td>25</td>
<td>0.0667</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.115</td>
<td>51</td>
<td>0.0400</td>
<td>0.00033</td>
<td>1.46</td>
<td>0.160</td>
</tr>
<tr>
<td>26</td>
<td>0.0667</td>
<td>0.00018</td>
<td>1.46</td>
<td>0.300</td>
<td>52</td>
<td>0.0400</td>
<td>0.00033</td>
<td>2.03</td>
<td>0.160</td>
</tr>
</tbody>
</table>
out a least-square analysis among the measured $\alpha$ values, was used to calculate the best fitted $\alpha$. Totally fifty-two $\alpha$ values were calculated for all of the fifty-two experiments.

**Regression analyses**

Two equation types were determined in regression analyses, power (PRA) and linear (LRA). These functions are given respectively as follows:

\[ y = c x_1 x_2 x_3 x_4 \]  \hspace{1cm} (7)

\[ y = a_1 x_1 + a_2 x_2 + a_3 x_3 + a_4 x_4 + c \]  \hspace{1cm} (8)

where $y$ is $\alpha$ coefficient; $a_1$-$a_4$ and $c$ are regression coefficients; $x_1$ is $m$; $x_2$ is $d_{50}$; $x_3$ is $T$ and; $x_4$ is $H_0$. Using a least-square method, the regression coefficients were estimated. The regression coefficients and $R^2$ values are given in Table 2.

**Construction, teaching and testing of artificial neural network**

The main objective of this section is to develop an appropriate ANN model for estimation of $\alpha$ coefficient by training with experimental data including $m$, $d_{50}$, $T$ and $H_0$. It is important to choose the proper network size. If the network is too small, it may not be able to represent the system adequately. On the other hand, if the network is too big, it becomes over trained and may provide erroneous results for untrained patterns. In general, it is not straightforward to determine the best size of the networks for a given system. As shown in Fig. 3, a three layer network is selected for the present study. Each layer is connected to the next but no connections exist between neurons on the same level. The number of neurons in the first and third layers, which contain input and output data respectively, is predetermined and depends on the problem at hand. There are four nodes in the input layer corresponding to the four variables and $\alpha$ coefficient ($y$) is in the output layer. The variables in the input layers are the following: $x_1$ is $m$; $x_2$ is $d_{50}$; $x_3$ is $T$ and; $x_4$ is $H_0$.

They are split into the training and testing patterns of the numbers 42 and 10, respectively. Input values of the training and testing set (test no 2, 5, 9, 17, 28, 32, 34, 38, 41, and 48) are given in Table 1.

### Table 2—Regression coefficients and $R^2$ values for PRA and LRA

<table>
<thead>
<tr>
<th>Equation type</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$c$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRA</td>
<td>0.0029</td>
<td>-0.3009</td>
<td>0.0299</td>
<td>0.8136</td>
<td>0.0874</td>
<td>0.560</td>
</tr>
<tr>
<td>LRA</td>
<td>0.1589</td>
<td>-211.7670</td>
<td>0.0408</td>
<td>1.2824</td>
<td>0.0148</td>
<td>0.568</td>
</tr>
</tbody>
</table>

### Table 3—Parameters used for different ANN structures

<table>
<thead>
<tr>
<th>Number of hidden layer unit</th>
<th>Learning rate ($\gamma$)</th>
<th>Momentum ($\eta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>15</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>20</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Data preprocessing is also known as data normalization. Raw data needs to be preprocessed into a range that can be accepted by the network. Hyperbolic tangent sigmoid (input layer → hidden layer) and logistic sigmoid (hidden layer → output layer) transfer functions are used within the network. Scaling of the inputs to the range $[0, 1]$ greatly improves the learning speed. Therefore, each group of input and output values are normalized into range $[0.1, 0.9]$ as,

\[
\text{Normalised value} = \frac{\text{Raw value} - \text{Minimum value}}{\text{Maximum value} - \text{Minimum value}} \times (0.9 - 0.1) + 0.1
\] \hspace{1cm} (9)

The definition of network size is a compromise between generalization and convergence. Convergence is the capacity of the network to learn the pattern on the training set and generalization is the capacity to respond correctly to new patterns. The idea is to implement the smallest network possible, so it is able to learn all patterns and at the same time provide good generalization. As for the number of hidden layer, it is well said that one hidden layer is sufficient for most usual applications, thus only one hidden layer is used in this study. Determining the number of nodes to include in the hidden layer is not an exact science, so network is tested for different number of hidden layer nodes. Parameters used to find optimum ANN structures are given in Table 3. During the training process, all the training patterns are introduced to the network and corresponding outputs are obtained. Then the network error (E) is computed according to Eq. (6) and the increments of generalized weights are computed by Eq. (5). The choice of initial weights will influence the net reaches a global minimum of the error and, if so, how quickly it converges. As mentioned earlier the update of the
weight between two units depends on both the derivative of the upper unit’s activation function and the activation of the lower unit. For this reason, it is important to avoid choices of initial weights that would make it likely that either activations or derivatives of activations are zero. In this study, the weights are initialized into random values between -0.5 and 0.5, a procedure commonly accepted. Factors $\gamma$ and $\eta$ in Eq. (5) also influence the convergence. $\gamma$, the learning rate, is the constant of proportionality of the generalized rule. The larger the value is the greater the changes in weights, $\eta$ the momentum term, is used to smooth out the weight changes to prevent network training from oscillating. Different combinations of selected values of $\gamma$ and $\eta$ are tried for good convergence of the neural network (Table 3).

Memorization is a fundamental problem encountered in training of artificial neural network. To prevent this, the training is cut when the network begins to memorize. In this situation, training set error continues to decrease, although testing set error does not change. Because of training of the network is cut before memorizing, error values of the training set may be greater than the testing set in models.

The level of convergence in training is monitored using total sum squared error of training and testing patterns separately. The patterns are presented to each epoch in the same order. After the learning set of data presented to the ANN models, the learning process is stopped when the epochs reached 50000 and epoch number, which gives the minimum total sum squared error of testing set for various ANN alternatives, is determined. Table 4 shows the structures of the ANN which gives the best results.

### Results and Discussion

It is found that there is a tradeoff between the performance of a network and time consumed. Generally, the performance of a network is found to increase with the suitable increase in the number of samples, epochs (learning time) and the number of hidden layer nodes. Meanwhile, the increase of these parameters also increases consumed time. It may be said that besides hidden layer nodes, epochs and number of samples, learning rate ($\gamma$) and momentum term ($\eta$) influence network to provide good generalization too much.

In the ANN analysis, the smallest average relative error value in the testing sets are obtained from the network with $\gamma = 0.1$ and $\eta = 1.0$ as 7.578% (Table 4). The maximum relative error of testing data set in this case is 15.519%. Maximum relative error may be reduced if stopping criteria, epoch number, is increased. Besides, conjugate gradient or scaled conjugate gradient methods may be used to reduce maximum relative error instead of generalized delta rule in learning. Different network structures with one or more hidden layers or nodes with different learning rates and momentum terms may also produce smaller error. Relative error is calculated as

$$e_{rel} = \left( \frac{O_{ANN} - O_{real}}{O_{real}} \right) \times 100 \quad \ldots (10)$$

and, the root mean squared error (RMSE) is defined as follows

$$RMSE = \left[ \frac{1}{n} \sum_{i=1}^{n} (O_{ANN} - O_{real})^2 \right]^{1/2} \quad \ldots (11)$$

where $n$ is the number of observation and $O_{ANN}$ and $O_{real}$ are the computed and real values, respectively.

Testing set is used to evaluate the confidence in the performance of the trained network. Ten testing vectors are used to test the ANN model. Fig. 6 is an expression of the learning results of network, each plus sign standing for a testing vector. Results obtained from regression analysis (LRA and PRA) for the same values are also shown with triangles and crosses in the same figure. The nearer the points gather around the diagonal, the better are the learning results. The relative errors of the points on the diagonal are zero. The maximum relative errors computed for the ANN, LRA and PRA methods are

<table>
<thead>
<tr>
<th>Number of hidden layer unit</th>
<th>$\gamma$</th>
<th>$\eta$</th>
<th>Epoch</th>
<th>Train error</th>
<th>Testing error</th>
<th>RMSE for testing set</th>
<th>Max. relative error (%) in testing set</th>
<th>Average relative error (%) of testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.10</td>
<td>1.00</td>
<td>27651</td>
<td>0.3180</td>
<td>0.0236</td>
<td>0.029</td>
<td>15.519</td>
<td>7.578</td>
</tr>
</tbody>
</table>

* Error values were calculated from Eq. 5
15.519\%, 37.062\% and 36.273\%, respectively. Their average relative errors are 7.578\%, 20.865\% and 19.604\%, respectively. RMSE values computed for ANN, LRA and PRA methods are 0.029, 0.069 and 0.070, respectively. Thus the ANN method gives significantly better result for the all error values (Table 5).

For the testing set, bar volumes for each measuring time were calculated by means of Eq. (4) by using \( \alpha \) coefficients forecasted with ANN model. Then, computed bar volumes were compared with bar volumes measuring from physical model (Fig. 7). Average relative error values obtained in the result of comparison are given in Table 6. As can be seen from this table, the biggest average relative error value is found as 15.40\% for test no 48. Besides, average of computed relative error values for bar volume is 7.87\%.

As a consequence, it is shown that ANN analysis, which is used for determination of \( \alpha \) coefficient, gives reasonable results. Also, it is understood that bar volume values found by using computed \( \alpha \) values are rather suitable.

After training is accomplished, the network becomes able to respond upon unknown input. In this way, the constructed network can be used to recognize and generate patterns given by new inputs. The trained ANN model is used to simulate different values of wave height while the other parameters (m, \( d_{50} \) T) remain the same in the test. Table 7 summarized the data, which is entered the constructed ANN network for different values of wave height, and the experimental data used in comparisons. The data was classified as they can be easily analyzed. The data simulated with ANN model was designated as ANN1 – ANN8. In Fig. 8, comparison of the results (\( \alpha \) values) obtained from ANN and physical models for each group was given. \( \alpha \) value increases with increasing wave height and the simulated ANN model results also supports this.
Conclusions

In this study, 52 experiments were carried out to determine empirical temporal rate coefficient. Natural beach sand (median size $d_{50} = 0.18$, 0.26, 0.33, and 0.40 mm and specific gravity of the sand $\gamma_w = 2.55$ t/m³) were used in the experiments. The initial beach slopes were selected 1/10, 1/15, and 1/25. Wave heights were taken 6.5, 11.5, 16, 20, 23, 26, and 30 cm, while the wave periods were 1.46 and 2.03 s.

Three analysis methods, which are the PRA, LRA, and ANN analyses, were performed to determine $\alpha$ coefficient. As the results of analyses, the smallest average relative error and RMSE values for testing set are obtained from ANN methods with 7.578% and 0.029, respectively. ANN analysis, which is used for determination of $\alpha$ coefficient, gives better results than regression analyses. Besides, bar volumes, which are calculated by means of computed $\alpha$ values, were
compared with the results of experimental data and, in the result of this, average relative error value is obtained as 7.87%.

The ANN model was also simulated for different values of wave height. In this way, it was determined that $\alpha$ value increases with increasing wave height. As a result, it is shown that the ANN model can effectively predict the $\alpha$ values in spite of wave height.

The use of ANN model for experimental studies has begun recently in coastal and ocean engineering. Since the results of ANN model are found to be satisfactory in this study, the usage of its in coastal and ocean engineering are encouraged and recommended for future studies.
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